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Big Data in the Energy Industry
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Big Data Analytics

Measurement to Information Value Chain

Meters

Meter Telecom infrastructure

1
2.

I
3. Data concentrator and Head end Presentation Ul & BI %}
4
5

Data Aggregation, qualification, processing Gtiity Analytics

Interaction with others utilities IT/OT systems

Meter . Historian
(scada, asset data, weather data, customers data, etc...) ' |

MDM Info n
6. Data anaiytics @ Meter Anaiytics @
B Historian of large quantity of data from various sources ol @
~ 8. Utlllty Anaiytics q Qualification
9. Presentation : User Interface, Business Intelligence
Master Head End @
MDM
° Telecom
Meter Data Management Backhaul @
| refers to layers 4 - 5 — 6
Concentrator
® MDM as Master Data Management @
refers to layers 7 — 8 —9 T —
last miles @
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Holistic Approach to Big Data Analytics

A functional transverse layer that pull data from all sources and generate ve

domain
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Operations Planning ces elfoce

Presentation

Ul | ii Stations Gt - Spatial iobﬂe Ul
Applications OSS EMS DMS MMS DR DER ACM GIS Planning CIS ERP

Additional Information

Value to Users Data to Information

Data Segmentation and Storage

Data Transform and Load

Focus D
ta
N M a

Field
gateways PDC Scada Meter DM HAN Mgr

Comm Telecom and AMR
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UMDM is a facility to integrate real time data, meter data, financial data, and analytics
to bring value to Network Operations, Network Planning, Customer Services and Company Efficiency
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SynchroPhasor Technology ol r——

Phasor Measurement Units (PMUs)

— Next generation measurement technology

(voltages, currents, frequency, frequency. CAA‘SconS’
rate-of-change, etc) . Resolution e A

1 = _ﬂ
o ngher reSOIUtlon Scans |l‘I ’ | - ] - 1 I. :-'.-="rr\-r.'.."r|=~|1.-1'..'-i:1|:-'|1
(e.g. 30 samples/second). | | B : ccondscav dat
. showed a small change.

— Improved visibility into dynamic
grid conditions.
— Early warning detection alerts.

PMU ‘Sub-second’

— Precise GPS time stamping. _ Resolution
— Wide-area Situational Awareness. T
— Faster Post-Event Analysis.
— Coordinated Wide-area Control Actions.

“PMUs: MRI quality , color 3-D visibility compared to
X-ray quality , B&W 2-D visibility of SCADA”
— Terry Boston (CEO, PJM)
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April 2007

Networked Phasor Measurement Units

Phasor Measurement Units in :
. inNorth American Power Grid i ~ North American Power Grid \
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Approx. 200 PMUS in 2007 Over 1200 PMU deployed by 2014

(over 10TB/Month of “raw” PMU data)

Source: NASPI Website (www.naspi.org)
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Data Archiving

®  Short Term Rolling Buffer (e.g. 3-12 months) ® Transparent to user
® Long Term Rolling Buffer (e.g. 1-5 years) ®  Limited only by hardware
®  Event Trigger (Snapshot) ®  TFlexible data rates

s, LongTerm e, 1H

—_—— —_— — —

- Search returns highest
s e resoution availble
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Data Compression (Lossy v.s. Lossless Compression)
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Approaches for Processing Big Data

©
S
8
1
Time
Spatial Processing — Distributed Analytics (at substation & control center)
A\ a
Control
Center Control Center
Analytics Analytics
e .

Substation =

P Substation 'ﬂ..
Analytics Analytics

i F-uf

Meters
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Two-Level Linear State Estimator

Example of distributed analytics

= Currently underway in collaboration with WSU (Prof. Anjan Bose)

Control Center

= Being deployed at PG&E under their Synchrophasor Project

Control Center Level Control Center Level
Topology Processor System State Estimator

Topology

System-level Control

Control Center B
RT-Database Center

Static
Database

Maintenance i

Equipment
Parameters

Connections

Topology State
Processor System Estimator :>
Topology

Digital
Status

Power System Communication Network

Analogue
Measurements

Substation ———Substationfm—————7 Substation
Server Server Server
Topology, States
. Substation Substation
Real Time SL-SE
Database
Static—
RT-Database Database
SCADA Substation
SL-TP: Substation Level Topology Processor SUbStation
SL-SE: Substation Level State Estimator
Substation RT: Real Time

RTU Substati
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CONTINUOUS

(PUSH)

REAL-TIME

» Centrally administered (modeled &
configured). No end-user intervention.

» Continually processed using a ‘Time-Window’
of data at periodic update rates.

= View-only mode to review the results.
» Analysis results may be archived.

» Examples: Oscillatory Stability Monitoring.

= End-user or event triggered.
= Little to none end-user intervention.
= Single real-time view of the results.

» Results are made available as soon as they
are generated.

= Examples: Event capture and reporting.

Alstom Grid Inc.- P 12

Data Analytics — Modes of Operation

OFFLINE (AFTER-THE-FACT)

» Typically ‘data mining’ analytics that “walk-
through” large volumes of historical data in
smaller chunks (i.e. batch processing).

= May require initial metadata from end-user.

» Results are presented once the entire
processing is complete.

» Examples: Baselining.

= Locally processed by the end-user.

» Fully interactive end-user experience; close
feedback between data-analytics-Ul.

» Results are locally archived & presented to the
end-user.

= Examples: Post-Event Analysis.



Examples of Real-Time Data Analytics

System Disturbance Characterization
Oscillatory Stability Monitoring

Understanding grid vulnerabilities
Big data analytics

Alstom Grid Inc.- P 13 G Rl D
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System Disturbance Characterization

Application Theory and Concepts

Concept: lllustration of Angle Movement in Response to a Disturbance

* Angle (0) and Speed (w) can’t change
instantaneously at a generator \

Station bus angle changes related to T
1) transf. and gen transient reactance
2) impedance to disturbance

* 0 & w near a generator influenced by

generator angle r\
* 0 & wmove more rapidly near the ~ Jeneraior ngles Power export reduce
disturbance than far away immediately after
disturbance
 Disturbance appears to propagate as a
kind of “wave” \ —
Bus angle changes
instantaneously
Power export reduces more after fault

Speed Increases more
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System Disturbance Characterization

Example of “Typical” Disturbance (Load LosS)

“Typical” Disturbance

Actue Fower (MW

. 2 S S Angle difference
M 1 = L 1,. l’:: y o 9 \J

0
2101 0A0ACHOECACTOEMO O TR IIMIEHITHE NI NBMBIATHRNIIRDHEM T BN 4840 60 51 fTee RrI:IﬂZ NN HMERTERANRDHNANTHRNOIN NP NN T BN ROHAS W THRN061 0203610500 6758 ..I
me
FLLF | HRAF | FLJ-HRA Angle Dt 5IG-P OISIG-P | FLWP
(21:01:90 1002/ > = 00020 _ 10300 100211
[ TATRGFT1 FUicicn | T[0T FEEA| *prye Diferere HRARE |
Active Profie: Tests | Loaded Profile: Tests | Status
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System Disturbance Characterization

Example

20:01:25 1GB3/LL = = L 201:35 BT
| VAT S0 | TATIB0TY F0575] Arje Differene HRAFLI | )
Actrve Prafies Tests | Loaded Prafies Tests | Stalus.
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System Disturbance Characterization

Disturbance Characterization

Generation Trip - Frequency drops initially (RoC o amount of load loss)
- First Angle/Frequency changes occurs near the disturbance
- Oscillations due to the electromechanical responses

Load Loss - Similar to Generation Trip, but frequency moves upwards
- Positive Frequency RoC

Line Trip - Increasing angle separation
- Change in angle (with ringdown)
- Frequency is not affected (but oscillations)

Cascading Failure Multiples types of disturbances in sequence:
- Common mode generation loss
- Sequential protection tripping
- Storm damage

ﬁp Z&pt_ (g;fz (3}‘ fug

i=1 H
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File View Settings Window Help

Freguency I P&Q | Voltage I Events I Live Data |

Overview Islanding I

Oscillatory Stability |

Historical Data | SysFreg |

System Disturbance Angle Condition

Angle RoC SDM

| wind Inject view | Admin

| Voltage Condition

Frequency Condition

o x .
< >
SDM Angle RoC
10-
5]
S
o o
g "
& ]
= ] j'
5] \/
1 sec
A0 B ﬁE,—a
38 39 40 Eil 42 43
Time
B104 | B108 | B31 | B4g(cAL) | B33 (Montana) | B119(CND) | B20 (NW)
i | 1]
Event # Time Location

AngleFreq

%F peak

MW Change

=1  Alarm

| Alarm Historvl Charts| Log |
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System Disturbance Characterization Analytic

Source Date Source Time Server Date Server Time Synchronous Area  Measurement Group Measurement Parameter Mode Message

Source Time: 15:27:18.367 26/06/13
Server Time: 15:27:26.643 26/06/13
Classification: Alarm
- Message: Frequency Disturbance Event

e s Synchronous Area: ISO-NE

s e Measurement Group: Keene Road

E:L""’ :izww \ Measurement: 11051 (BH_KEENEROAD) - L345_3015_VS

st - Parameter: Positive Sequence

o S Event Number: 1
ROCOF Peak: -0.064
Maximum Frequency Deviation: 59.907

o MW Change: -643.292
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Dynamic (Oscillatory) Stability Management

. Numeric SCADA displays today

Mechamcal i i igi
Mass-Spring-Damper %/@6« RapldIY Ch.angmg d|g|t5 ona
Analogy numeric display

e With synchro-phasors — high
resolution trend display

Western Interconnection Frequencies - August 4 2000 Oscillation
positively damped eo.08 ' ' ' ' ;
_‘f' Grand Coulee

60.05 Malin 1

Devers
60.04 -
60.03 -

60.02

“The interconnected eIectrlc power grid Is one Oscillations seen by SCADA and PMU data

Electrical Power Mechanlcal Power

Frequency (Hz)

60.01

[One mode negatively damped <

59.99

59.98
-5
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Oscillatory Stability Monitoring Analytics

>20 min | 3 min

Mode Alarming: 3 min window, 5 sec update, for alarms

Mode Trending: 20-180 min window, 20 sec update, for analysis

|I> | > Profile: Profile:
|I> PMU PDX1 ¢ {155 t+20s Subbands Thresholds
PDX1 Mode Frequency, |I:>'
Amplitude, Damping, Phase
} PDX2 Mode Frequency, OSM Alarms
. Amplitude, Damping, Phase Processing
PDX1 S Mode 1 (PDX1)
PMU 2 T P2 Li
. ve
' Band Mode 2
' Tracking
: j : Historic
: OsSM
|I> . Maode n Geographic
PMU n PDX1 L Mode Shape
-.a PDX2
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Operational Warnings

® (Observe mode behaviour

— Alarm if Abnormal, Near Instability

Mode Shape, derived from the PDX, is shown

for each mode band

Mode Freq

nMode decay time
[\ A Exp(-tr)

In the Mode Selector Tabs the Frequency and
Damping of the poorest damped PDX result is

shown (5 seconds update rate)
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Example: Modes Observed in Colombia

| Overview | Voitage | Frequency | Oscillatory Stability | Transients | P&Q | LiveData | Historical Data | Admin |

11 H
10s

Inter-area mode at 0.49Hz (Colombia-Ecuador).
Opposing phase in South

Governor common-mode: whole system oscillates

Sar rins
A ’ TV )
o I 25y A in coherent phase

Esmeralda

G/ >
. A
Zanld ¥
Alto,Anchicaya .44/
Salvajinaaiiy
LLL

~UILLw 18

s
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Examples of Offline Data Analytics

= Model Validation (Ringdown Analysis)

= Dynamic Perfomance Baselining
= Automated Reporting

Alstom Grid Inc.- P 24 G Rl D
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Offline Data Analytics

Leveraging Sync]zrop]zasors in Operations P]anning OPERATIONS

* New Risk Indicators
®  Quicker post-mortem analysis. ¢ Tune Real-Time Analyt|cs

Sequence Of events & root cause analysis.

Post Event Analysis

ENGINEERING
Dynamic model verification.
®  Generator model calibration. A"ALYSls

Load characterization.

Dynamic Model
Validation

Synchrophasor benefits for Post-
Assess dynamic performance of the grid. Event Analysis

Baseiining ® Steady-state angular separation.

. . In the case of the 2007 Florida blackout, NERC investigators used
System disturbance impact measures.

phasor data to create the sequence of events and determine the cause of

the blackout in only two days; in contrast, lacking high-speed, time-
synchronized disturbance data it took many engineer years of labor to

compile a correct sequence of events for the 2003 blackout in the

Compliance ®  Primary frequen overning) response
p Ty q <y (g g) P Northeast U.S. and Ontario.

Power System Stabilizer (PSS) tuning

Monitoring

NERC RAPIR Report, 2010.
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[ e-terraPhasorAnalytic:
Data Selection Data Trending Data Spectrum Ringdown Analysis Dynamic Performace

_——

Selected exactly same time period on both PMU measured power and simulated power.

eleQ 199Ja5

RN
LU A
HEEHHH
A
\H| ||H|HI

T i
L

b e
4 Legends

+ |egends
¥l —— | Phasor_PMU6,P6,MW,MW_Power N\ | i — TSAT,PMUS,MW,PowerT
=== | P6, MW,MW_Power(7.42%) | - vl [ 1 b ML V[T | T ‘ FI= MW_Power(L.67%]) ‘
Lo S - . ), — / Ao /] /|

-

Original signals (in solid lines)

|2uBy J219WEIE PADUBADY |

and reconstructed signals (in

dash lines)

<

1V v M A

12:00:10 AM 12:00:15 AM 12:00:20 AM 12:00:25 AM 12:00:30 AM 12:00:35 AM 12:00:40 AM 12:00:45 AM 12:00:10 AM 12:00:15 AM 12:00:20 AM 12:00:25 AM 12:00:30 AM 12:00:35 AM 12:00:40 AM 12:00:45 AM

11/11/2012 11/11/2012

Time Time

Select Time

0.24Hz 0.34Hz 0.72Hz 0.92Hz 1.07Hz 041Hz 0.73Hz 1.15Hz 1.22Hz 1.25Hz

@ @ @ @ @ @ @ @ @ @
21.24% 17.43% 8.46% 7.82% 5.59% - 6.93% 6.90% -0.73% 12.84% 5.99%

Mag Angle Mag Angle ag Angle fMag Angle Mag Angle 150 . Mag Angle JMag Angle §Mag Angle Mag Angle | Mag Angle 150
100 851 100 1328 §100 1493 Q§ 100 -820 100 883 E 100 626 100 -1087 § 100 -1731 100 -775 100 1162

/

Both PMU measured and simulated power contain 0.72Hz Mode TSAT S| mu | atl ons
(from Powertech’s DSA)

PMU Observations
(from PhasorPoint)
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ejeq 1ajes

-

Original signals (in solid lines) and reconstructed

signals (in dash lines)

[ ]
~ Legends i et T i 4 Legends
¥l ——| Phasor_PMUG,P6,MW,MW_Power ShEN ! {04010 | ‘ Ymn TSAT_PMUS,MW_PDwerT
- - - | PEMW.MW_Power(7.42%) 2 | ! |\ E2F -1 NW_PowerL67%) ‘

L A v \H‘!

s

.H\"l

12:00:10 AM 12:00:15 AM 12:00:20 AM 12:00:25 AM 12:00:30 AM 12:00:35 AM 12:00:40 AM 12:00:45 AM 12:00:10 AM 12:00:15 AM 12:00:20 AM 12:00:25 AM 12:00:30 AM 12:00:35 AM 12:00:40 AM
11/11/2012 11/11/2012

Time Time

Select Time

0.24Hz 0.34Hz 0.72Hz 0.92Hz 1.07Hz 0.41Hz 0.73Hz 1.15Hz 122Hz 125Hz
@ @ @ @ @ @ @ @ @ @
21.24% 17.43% 8.46% 7.82% 5.59% - 6.93% 6.90% -0.73% 12.84% 5.99%

Mag Angle Mag Angle Mag Angle Mag Angle JMag Angle - Mag Angle 'Mag Angle BMag Angle §Mag Angle Mag Angle 150
100 851 100 1328 1.00 1493 1.00 -82.0 1.00 833 E 100 626 1.00 -1087 §100 -1731 § 100 -77.5 100 116.2

N —

. Both PMU measured and simulated power contain ; ;

PMU Observations TSAT Simulations
: 1.10Hz Mode

(from PhasorPoint) (from Powertech’s DSA)

Simulation data shows negative damping ratio!
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Offline Analysis Application

Dynamic Performance Trending

——

ataSelection  Data Trending  Data Spectrum

Ringdown Analysis | Dynamic Performace

Apply post-analysis
filters

s [ vty caanah e e
MIBLANDA A - Vohtage Bus 1 1 « Flters 1
L]
E 013 i i 1900
Bt rennimelur 1 ) e I
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ettt oz B 104 od0 E— B
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B 1 1
Bikafla L o o o o e e e e i e
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S
[Wsigaida
ISIG - Voltage 220 kY fus
9
T Ry
8 e T
b TN
7
&

Frequency (Hz)

o -
- g R R e
e copmets,
- as g———— e om———
- | el
- e ——

-

= Legends

Damping Ratio. 0%:2%

Damping Ratio 2%-4%
+ Damping Ratio 4%-6%
+ Damping Ratio 6%-8%

Oscillatory mode

trends

1205 PM

2PM

L e T

—
Data Selection  Data Trending  Data Spectrum  Ringdown Analysis | Dynamic Performace

Bsynchranous Area 1
!

BLANDA A - Voltage Bus 1
L

Berennimetur
IBRENNIMELUR - Voitage Bus 1 220KV

Wiraunejafoss
RA - Voltage Bus 1

afla
BGARLA - Voitoge Bus 1
a1 | 4
Bsigalda
SIG - Voltage 220V Bus
| J

=ity
Damping Ratio >10%

Buitt using Chart FX for WPF Trial

Amplivuce(W) | AmplitudelmHa) | fmpicude(Radiar)
= Filters
Amplitude (mz) |23 Damping Ratio (%) | 204
o @ 14 ow mmy 1000
1
TimeStamp Signal Name ope Atz )
s
/1172011 115619 AM  Synchronous Area 1: Krofla - KRAFLA - Voltage Bus 1 - 0.661308143704797 0547047 0991211 . .
. “Filtered” OSCI||at0ry
=
& = Legends
= Damping Ratio 0%.2%
g
£
a
3
2
1
1S2AM  1LSOAM  1205PM 1212PM 1218PM  1225PM  1232PM  1238PM  I125PM  I252PM  I2SEPM  10SPM  LILPM  LIBAM  125PM  131PM 138PM 145PM 1M 1SEPM
12112000
Timestamp




Monthly Performance Report

 Review of Modes of Oscillation Regular Monthly Reporting

— Baseline - normal behaviour patterns
— Unusual events — source location

PsymerRiX>

* Review Disturbances
— Examples of Post-Event Analysis

 Threshold Settings (Statistics)

— OSM Oscillation Alarms
— SDM Disturbance parameters
— Angle Behaviour Templates & Alarms 7

PhasorPoint Monthly System Performance Report

Power System Performance
Oscillatory Stability

Power System Performance PsyMeTRIX> Power System Performance Psvmetrix
Oscillatory Stability Oscillatory Stability
i i stom Fraquency
Mode Behaviour, Band 1 (0.04-0.12 Hz ) Mode Behaviour, Statistics o
[ ] System Frequency | Active Power | Voltage Angie
Band 1 Mean F(Hz) 005 005 NN
(0.04-0.12)Hz | Fat 005 006 NaN
621 728 laN
e 193 s ey
MU2 U-Linl - -
0a0 LE] TN %ala
037 045 Nal iy Pessse
8.70 905 NaN o ':
702 % NaN 8 =
MUT [ PMULinl =
045 o e i
054 051 =
45T 2456
e 161 7 & B
PMUL PMULin1 E Ble
o
o o i S
240 3im
1480 2108
PMUT inl
112
110 116
206 18
3017
PMUT
I3 L v W e
— To0 10% Mode Ampls (MW) hr R pr Mode Frequency (Hz)
Als e Top 10% Mode Decay Time Miﬁ “J‘f:““ NaM A meanF/meanT WFOMxT [ MaxT



Closing Remarks

Big data management/analytics require a holistic pproach
across multiple data sources serving different stakeholders.

Synchrophasors are increasingly becoming a part of ‘Big Data’
within the energy industry (next generation SCADA)

Approaches to handling big data include:

— Temporal processing (compression) — i.e. pre-calculated results/stats.

— Spatially distributed processing — i.e. processing at the meter/substation/control center
levels.

Big data analytics operate in different modes including real-
time, offline, continuous (automated), and on-demand.

— combination of “push”/ “pull” mechanisms needed to satisfy these needs.
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